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The Basics HELILO
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HelioSwarm: The Nature of

Turbulence in Space Plasmas

Turbulence is Multiscale Disorder

« Turbulent flow is one in which a gas, fluid, or plasma undergoes irregular fluctuations and mixing
« Turbulent flows are multiscale; energy injected at largest size scale cascades to smaller scales,

eventually converting the kinetic energy in the flow into thermal energy of the constituent medium
« Turbulence is considered by many to be the last unsolved mystery of classical physics

Turbulence plays a fundamental role driving the transport of mass, momentum, and energy in a
wide variety of kinds of plasmas

Katsushika Hokusai,
Thirty-six views of Mt. Fuji.

Meyrand et al 2019
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Turbulence Plays a Fundamental

Role in Universal Plasmas

Star Formation Black Hole Interstellar Medium Solar Wind /
Accretion Disks (ISM) Earth’s Magnetosphere
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Goal #1:
Reveal the 3D spatial O1: Reveal how turbulent enerqgy is transferred in most probable,undisturbed

structure and dynamics of solar wind plasma and distributed as a function of scale and time.
turbulence in aweakly  O2: Reveal how turbulent cascade of energy varies with background magnetic
collisional plasma. field and plasma parameters in different environments.

O3: Quantify transfer of turbulent energy between fields, flows, and protons.
O4: |dentify thermodynamic impacts of intermittent structures on proton
distributions.

Goal #2:
Ascertain the mutual
impact of turbulence
near boundaries and

large-scale structures.
[,

HelioSwarm's first-ever simultaneous multipoint, multiscale-m'easu‘rements disentangle spatial and temporal
- Vvariations in solar wind plasmas that connect MHD scale turbulence with sub-ion scale heating.
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« Single S/C observations (Wind,

ACE, IMAP, etc.) are 100 km Scalle Size 1200 km
’ H . ) . 1 — 7' T >
fundamentally limited w.r.t. 7 o .\

turbulence characterization

Multi-S/C missions (Cluster, : Turbulent
MMS, THEMIS) provide single- "f",“oi.‘?ﬂ‘:i‘;‘;‘?

scale observations

sub-loycales

Science questions require multi-
point and simultaneous multi-
scale measurements

« MHD (>1200 km)

» Transition (> 100 km, < 1200 km)

» Sub-ion (< 100 km)

-

===+ 36 baselines produced between HJb and 8 Nodes

6/3/22 HelioSwarm Mission Operations Development Approach




Observation Approach

ed
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HelioSwarm overcomes the limitations of approximations central to using data from single-
spacecraft or single-scale missions, providing a complete space-time measurement of the
underlying turbulent dynamics from fluid to ion scales in a variety of near-Earth plasma

environments

Solve:

Quantify enery cascade rate (¢);

Approach: (reate distribution of vector

baseline separations (8x) needed to estimate

Implement: Measure np(x,t), dvp(x,t),
B(x,t) at 9 locations (j=1-9); quantify zt(x,t),

HelioSwarm Observatory:

Provides 1st measurement of energy cascade

solve e+ = -(1/4) V- (62" |6z]2) divergence of ensemble of measured Elsasser | | 62—, V- (... ) using swarm as observatory rate at multiple scales simultaneously
using Elsasser fields (8z=) on 3D grid, | | fields across characteristic turbulence scales . i .
where 5z = z+(x+8x) - z7£(x) and 57 P
where 2+ = Svp+ 88/np 10N g~y g MHD A w0 A ‘ .
scale scale &l "W/ i
o L Pt
JAY PSR TR 2 AN .
scale ADAA A LA et
L St bt
AR A ApAA LS A N Wt
6Y A A i ',/‘  / p) -
AA A A - &
Ioln A A A " & E
el Al 5 A A 1 Xj(t): 3D location of s/c j at time t .
0 lonscale gy  MHD scale @6xjk: 36 baseline vectors between s/c j &k D] ‘ -
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HelioSwarm’s Laboratory

1\ Av// AN m

* The solar wind and its interaction with Earth’s magnetosphere provide an ideal laboratory
for the study of space plasma turbulence

* Measurement regions:
 Pristine Solar Wind
« Strongly Driven Turbulent Regions (foreshock, magnetosheath, and magnetosphere)

/l

High-speed jet
o~ ()

SOLAR WIND - o EAQRTH

(SW) // | \

BOW SHOCK (BS)
. Pristine solar wind

. Connected Region (Foreshock)

MAGNETOPAUSE(MP) | . Bowshock / Magnetosheath / Magnetosphere
] [ ] Lunar Orbit

MAGNETOSHEATH (MSH)
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HelioSwarm Science Orbit

* Highly elliptical Earth Orbit * |Inertially fixed orbit; orientation of orbit

* Perigee: 10 - 15 Re relative to Sun-Earth geometric slowly
* Apogee: 60 - 65 Re rotates over 12-month science phase
* 15-degree inclination \ e
* P/2 Lunar Resonant (14-day period) @/ Y
. . Xf(Y
®* No maintenance required once —— r—
. Y —
established 2 X -
N
' : Solar wind ~

Earth’s travel
O around the Sun
s - 3 1500=
Pristine and Strongly Driven region total exclude maneuvers =

[\id
{_\?/_\[\ | TR H’!

. 3D Baseline hours accrue in 4 cyclesannually ™

~

L.

| {18 118
MR3: 500 hr fequirement/for P‘;istine and Strong

I-ﬁriveﬁrg ions i
yomghreg

-l

Orbit Altitude (Rg)

Hours with all 3D baselines

=1

| |
200 250 300 350
Days of DRM Science Phase
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HelioSwarm Instrument Suite HELI

W Fluxgate Magnetometer (FGM) Search Coil Magnetometer (SCM) Faraday Cup (FC) >- lon Electrostatic Analyzer (iESA)
Q . Vector DC magnetic fields « Vector AC magnetic fields - Solar wind plasma density and velocity =4 E « lon velocity distributions
g « Solar Orbiter post-environmental - JUICE design heritage - Parker Solar Probe, WIND, DSCOVR o - Solar Orbiter post-environmental
heritage and JUICE flight heritage heritage and MAVEN flight heritage
L | design heritage - & |
o > ¥ g :
5 AN
4% Iif\
Tim Horbury (Lead) Olivier Le Contel Tony Case (Lead) Benoit Lavraud
(Lead) (Lead)
Imperial Smithsonian
College L PP/CNES Astrophysical IRAP/CNRS
London Observatory

An Electron ESA, lead by Phyllis Whittlesey (UC Berkeley), is included as a Student Collaboration Option for installation on the Hub
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HelioSwarm Spacecrafts HEL10Y

SWARN

Hub Spacecraft (x1):

o

® Northrop Grumman |
® ESPAStar Product Line - ~

Hydrazine propulsion system
® Communications with ground and nodes (S-band)
® Carries SCM, FGM, FC and iESA

HelioSwarm Observatory:
Provides 1st measurement of energy cascade
rate at multiple scales simultaneously

Node Spacecraft (x8):

® Blue Canyon Technologies

® Venus Bus Product Line

® Low-thrust ion propulsion system

® Communication with hub only (S-band)
® Carries SCM, FGM and FC
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Launch Configuration

LV Scenario 2

+X
47.9 m
HE
e, o 11.6 cm between Nodes
g 4

provides > 7 cm margin
to worst-case separation
dynamics
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Swarm Orbit Dynamics

" [ L] - "—‘ ,H IS b ﬁ i
* Multi-point/Multi-scale observation o T T / et e
. | oriented to the solar wind
geometries | y ~\

— T & e baselines for

|~ (atorigin) = ‘,':‘.' 7 E =

» Tetrahedra //«N

1 1 [ Innér/nbl es (6, 7, & 8)form short baselines for sub-ion'scale”
Ta. rg eted relat|Ve m0t|0n Of the 9 Spacecraft ;\ data sﬂov;n'inr}gz(‘%/;ﬁth propagbatior]soffrelati\?é\orbits
with respect to each other creates
geometries

Bulk motion of all 9 spacecraft is the HEO [ = | %\)
X “Node 1

Swarm geometry orients baselines to GSE coordinates |

orbit, with the 8 nodes co-orbiting the Hub S \
« HEO orbit period is 14 days
« Co-orbits are also 14 days

Swarm natura”y. eXpandS at apogee and SwarmexpandsnearapogeeI
contracts at perigee

Swarm Orbit Trim Maneuvers (OTMs)
* 1-2 per NOde per Orblt e " All nodes approa.lch within\Z:\d 1
° LOW-th ru St / Iong-a rc 1600 km and 200 km distances from hub : ((r)LtthaellhaLtl?P:g :aancwz (t)i:rt::et)

Small tetrahedron of hub and nodes 6, 7, & 8 Large tetrahedron of hub and nodes 1, 4, & 5

X\ Swarm contracts near perigee
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Swarm Orbit Dynamics IELI

SWARIV

Bulk Motion Relative Motion
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HelioSwarm Observatory in

Relative Scale
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Mission Architecture

Hub powered on through launch. “
Nodes remain off until separation from Hub.
Node survival heater provided by Hub.

*Hub-Node “
“ Relative Distance: ;
S-band ~50-1600km . =
«Hub-to-Nod

The swarm is

&
S - - the observatory

SN only used during
initial acquisition and
L&\ SPM Maneuvers

TDR S-band
LV Telemetry Ground-to-Hub
No Hub telemetry (SN + DSN)

until separation

Science - & ‘
Apogee: ~396,000km . -
%i Perigee: ~84,000km I|

Launch Site Space Deep Space .
TBD Network Network

(SN) (DSN)
I t Science Team
Mission Operations Science Operations /

Center (MOC) < > Center (SOC) <4+—»| InstrumentTeams
NASA ARC UNH
t t \ Data
Archive
Node Support Center Hub Support Center
(NSC) (HSC)
BCT NG
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Science Phase Overview

HELIQ, i FLEL i 0 Dynamic swarm configuration creates Observatory combinations
SWARM Science Mission Profile |

D ——— Daily:
©Node-hub SOH data crosslink (30 min/node)
o Relative ranging (30 min/node)

Example Swarm Geometries from STK
Simulation (Inertial Reference Frame)

Below are three instantaneous snapshots of the swarm
in its nominal configurations. Polyhedral and 3D
configurations address science requirements. The
communications configuration, occurring near perigee,
enables high data rate crosslink data transfer.

Per orbit:

o Node-hub science/hk data crosslink (12 hr/node)
o Hub-ground RT/SOH downlink (2hrs, 5/orbit)

) : ©Hub-ground science/hk downlink (8hrs)

oTime correlation broadcast (8x/day) o Command sequence up-link (2/orbit)

P-'B days

Earth

Swarm

orbit @
Two orbits of Hub + 8 Nodes, t '
Sg?eoznlEsa?th_,l\lﬂoon mtgﬁe:]sg O B e it e T OB Tand V(E+P?)

: <0.6 satisfy the polyhedral geometry requirement. 9 S/C

produce 126 (382) distinct tetrahedra (polyhedra with >4
vertices).

Polyhedral
3D Performance performance

Science Orbit Parameters [  Value
Semi-major axis 37.0-38.8R;

Perigee radius 11.3-15.4R;
P+9 Apogee radius 61.3-64.2R; Legend
days Eccentricity 0.60-0.70
. Fd'pt'c inclination - 1 1'2: = 1“: [ Tetrahedra Thick lines indicate
Edliptic argument of perigee | 36.5°- 86.1 I 3D Baselines hub-node distance

RAAN 14.1°-35.6° | I Maneuvers <200 km Baseline (yellow line segments) components spanning
Orbital period 13.2-14.2day multiple scales satisfy the 3D geometry requirement. Each
Maximum eclipse 25hr GEO individual baseline is projected onto the orthogonal RTN

axes (see §D.2). Nine spacecraft generate 36 distinct
baselines each with 3 orthogonal components.

Perigee
P+0 days

Maneuver and Crosslink
Activities

Swarm orbit

See insets at right

for true-scale DRM

Single orbit of Hub + 8 Nodes, to simulation output.

scale, in inertial frame with view L : / o "

normal to Hub’s orbit plane. : Jode-to-Hub ranges are smallest near perigee to maximize
d P+13 days » crosslink communication data rate.
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Science Phase Communications /7" L%

x10° Hub Altitude, Eclipse, and Solar Wind Region (DRM) i
%gg n ' 12 month propagation ° H g h-rate node-to-hub data
Eé%NVW\/\ \/V\/\/\AMNWWV\N\ o dhseratoy 1l —3 downlinks occur once per orbit near
L+150 days 200 250 300 350 400 "\ 450 500 , perigee
W Pristine solar wind W Connected region W Magnetosphere Infrequent eclipses 45
B« N .
o Node- Hub Range and Crosslink (thlcklmes) OverTyplcaI Orblt \1\ 12 hr/ node
w2 * |Individual relative orbits are phased
i 4—{NoSCScrossllnkormaneuversdunngecllpse\ i to provide Separation between node
1200/ . | closest approaches
ol S g * Revisit pattern repeats each orbit
£ a0 * Daily node-to-hub SOH and relative
% 6001 Nominal 12Hr/node data crosslink ranglng
= / No SCS crosslink during maneuvers | >40% margin (@250kbps) )
I , | | ®* Node-to-hub contacts are driven by
400 30 min/day/node ranging + 10 min/day/node
y SOH crossink > 100% margin (@2kbps) command sequence on the hub
0p ST e forasoked [T SN T
0f I 1= noomomomom N 0 - 3
| Y= OIinF shows hubcrolsslinkschedulelwith nodes | : . |
248 250 252 254 256 258 260 262
L+Days
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Science Phase Operations Timeline =/5°

;-3\\ VAV //A\‘ = {‘ \

SCIENCE PHASE
Perigee Apogee
DAY 15 DAY 16| DAY 17 DAY 18] DAY 19] DAY 20 DAY 21 DAY 22|DAY 23 | DAY 24 DAY 25 DAY 26 DAY 27 | DAY 28
DSN Passes H L L L L L
AN
UL of SEQ A & other CMD products SEQA for days 15-29
v S v A\ 4 A 4 v
DL of TLM & relative ranging DL of relative ranging DL DL DL DL
data from days 01-14 data from day 15
Analysis of science
& HK data, and ]
submittal of ODbased on current  Maneuver —E—— F————————————————
activity requests tracking data Planning  Mission Planning for UL of SEQ B & other CMD products SEQ B for days 22-36
fordays  days22-36
22-36
KEY: [H] 8-hour via HGA (UL-DL w/o ranging [L] 2-hour via LGA (UL-DL w/ranging) __

* High-rate hub-to-ground (includes downlink of all node data) once per orbit (14 days approx.)
* Low-rate SOH and ranging every 3 days, extra around perigee
* Master sequence duration of 2 weeks, produced every week
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Mission Ops / Ground System Approach
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Mission Operations at ARC HEL

* Wide range of missions supported (Lunar, interplanetary, LEO, nanosats,
ISS payloads)

* Multi-Mission Operations Center provides infrastructure
* Facility
* Desktop/server hardware
* Networks

* Projects choose mission ops software

* No single “operations organization” that provides operations staff
* Researchers and developers allowed to transition back and forth
* Ops informs research/development, research/development infused back into ops, etc.
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HelioSwarm Mission Operations /

b | — L |
m —_— | X

Ground System Approach SWARM &

* Swarm of 8 S/C does not necessitate a new wholesale approaches or tools

* Choose heritage tools and processes
* Preference to those with multi-spacecraft capability
* Focus on integration and test, develop only when necessary

* Scaling when necessary to meet mission ops cycle efficiency requirements.
Approaches:

e Automation
* Parallelization

* Design to a specific target team size (proxy for cost)

* Early Agile process to inform requirements for software components with higher
uncertainty

* Key MOS positions staffed throughout project lifecycle to keep mission
complexity to a minimum

6/3/22 HelioSwarm Mission Operations Development Approach



Simplifying Factors for Operations /=51

« Operate as a Swarm: All spacecraft supporting the same objective. 9 spacecraft, but only 2
spacecraft types -- the nodes all carry the same flight software and hardware. Single tool-chain for all
nodes. Same procedures for all nodes, just run multiple times (either in parallel or serially). Simple
Instrument Operations: simple streamlng modes no complex pomtmg or tasking, no rapid
observation-to-tasking turn-around needed, no targets of opportunity”

 No Hub maneuvers in Science Phase: the complex portion of the Hub’s operations are all
completed by the time mission moves into the Science Phase.

« Simple S/C attitude operations: Science instruments do not require attitude slews or tasking. The
simple sun-pointing is wholly handled by the respective FSWs.

« Minimal number of real-time contacts: 5 contacts per orbit, and only with the Hub.

 No CARA coordination needed during the Science Phase (internal checks on close approaches will
be performed, but coordination with other orbiting assets, which is time consuming, not required).

* Numerous others

Lower complexity spacecraft and instruments lowers

required MOS process complexity

6/3/22 HelioSwarm Mission Operations Development Approach



==L , Le)

Mission Operations Cycle

SWARIV

Data Analysis
Hub Eng ‘ @ Command Non-real-time One Complete CyC|e per 7'day
_AnalySisg Telemetry o o  Upload Real-time week
Node Eng | | via SCaN | g . via SCaN (J ARC cp s
Analysis | |* : | e RTControl ] o o7 * Shorter SOH monitoring cycle
Science daé,"vgig :\\ - ,_L @ L every three days
Analysis SCal Integrated | Command | () NGSP :
e C%r::)r(rj\g?g Approval | @) ynH ¢ Scallng Approaches:
——+—— (J ARC-led . i
Predicted Cmd Seq w/reps from AUtoma,tlon_ (A)
Ephemerides &\Verify || UNH, NGSP * Parallelization (P)
DSN Maneuver Node andcer * Simplify (S)
Scheduler Planning Activity| Instr Command
s Pass Maneuvers Plan | (mds Sequencing
equests " Activity | [ Act Plan InstrCmd || & Verification
Allocations _Planning _{ Approval (SR
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Mission Ops Process Approach

SWARIN

Data Analysis
"m B S Command vonreatime | Orbit Determination:
R Te.'e'sncet&y @ @ Upload Real-time * (P)Process hub and node tracking
ode 19 | o2t = V3 (Rr Control | Dg’g and node relative ranging data in
| el *OING 1 gh single ODTK filter.
CIENce data via .
Analysis N Integrated | Command | () NGSP ®* (A) Use heritage FDS platform (ref
‘ ‘ @'D Command SN | @ UNH LADEE, STPSat-5, CYGNSS and
o Mo | %}rﬁgl;r/ggq Starling) and procedures, including
phemerides & Verify UNH, NGSP scheduled. job fu_ nctionality (tlr_ne-
DSN Maneuver Node and BCT based or file delivery-based triggers).
AL Planning Activit; Instr Command
s Pa§[s Maneuvers Plan CrIndS( ; Sequencing
equests (T nstrCmd ||& Verification
Allocations | P‘L'\g:‘lxlltn)gl _{ /\\ﬁ)ﬂ\?ﬁ : STy |

6/3/22
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Mission Ops Process Approach /71 -

SWARIN

Data Analysis
RubIEn.g ) ‘ @ Command Non-real-time Maneuver P Iann'ng
nalysis : PP T :
2T Telemetry o &  Upload Real-time * (A) Use heritage FDS platform and
Node Eng | | via SCaN & - Via SCaN | RT Control | O ARC procedures:
Analysis ; e . O BT S |
G datzn\%g ;\‘ : | @ L * L3 Flight Dynamics System based
Analysis SCaN ‘Integrated [ Command | () NGSP on AGI/Ansys STK and ODTK
—T Command 8UNH * Used at ARC for LADEE, STPSat-
. \ ARC-led ' i-
Predicted CGmdSeq )| wihepsfom 9, and Starling (multi-spacecraft)
merides &Verity J| UNH NeSP | ® (P)1-3 OTMSs planned within single
Sthle Maneuver .| Node andcer procedure run
S Planning Activity| Instr Command '
- ers olan | Cmds Sequening * Max number of planning runs per
Requests hctiviy _{ APl instr Cmd || & Verification cycle is 8 (on per node)
Allocations | Planning | | Approval (SR
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Mission Ops Process Approach

il L, Lo

SWARIN

Data Analysis
Rﬁg&?é’ a <« Command
2" | Telemetry < &  Upload
Node Eng | |_Via SCaN - L . via SCaN [:
Analy5|s ¢ ) Y = RT Contr0|
———— | Range ol N
Science data via “ : ‘ ,_L
Analysis SCaN Integrated | Command
— Command| Approval
Products ~ ——~—__
Predicted Cmd Seq
Ephemerides & Verify
DSN Maneuver
Scheduler Planning Activit)7 Instr
Pass Maneuvers Plan | Cmds
Requests W Instr Cmd
ity Act Plan .
Allocations |_Planning _{ Approval ‘ Seq & Verify

6/3/22

V

_.’
Non-real-time

_.>
Real-time
(O ARC
@ BT
@ L
() NGSP
) UNH

(O ARC-led
w/reps from
UNH, NGSP

and BCT

Command
Sequencing
& Verification

Command Sequencing / Sequence
Verification

® (S) Tasks in Science Phase are
repetitive, and nearly identical between
nodes, allowing for the extensive use of
sequence templates

®* (A)Application of sequence templates

® (S) Simple node attitude profile doesn’t
require high- fidelity attitude simulation;
rely on static flight rule checking code

[

Open Questions / Trades:

® |dentification of routine activities that would
drive need for routine hardware simulation of
multiple S/C; difficult to parallelize

®  Framework for application of sequence
templates vs. reuse of older tools

HelioSwarm Mission Operations Development Approach




Mission Ops Process Approach

==L , o

SWARIN

Hub Eng
Analysis

Node Eng
Analysis

Analysis
L%—/ 7

DSN
Scheduler

Allocations
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. a <« Command
elemetry & - ' 5  Upload
ia SCaN | g . via SCaN
Range @ - :\:
data via “ ’
SCaN Integrated
Command
Productsr
Predicted
Ephemerides
Maneuver i
Planning Activity
Maneuvers Plan
* Activity | [ ActPlan
Planning | | Approval

{ RT Control \

Command
_ Approval

Cmd Seq
& Verify

Node
Instr
Cmds

Instr Cmd

Seq & Verify

_.’
Non-real-time

_.>
Real-time
(O ARC
@ BT
@ L
() NGSP
) UNH

(O ARC-led
w/reps from
UNH, NGSP
and BCT

Command
Sequencing
& Verification

Engineering Analysis

* (A) Use OpenMCT/VISTA to view
trending data from all S/C in one
environment

®* (A) Standard LO processing and limit
checking in T&C System:
®* MAESTRO for Hub
® COSMOS for Nodes

° Open Trade:

Run single instance of COSMOS
configured for all S/C

® Run multiple instances of COSMOQOS in
virtualized and/or cloud environment for
parallel processing




Preliminary Ground Segment

Architecture

0 Ground Segment

NASA Space
Comm &
Navigation

(MD &
~_ M Networks
, '\ (SCaN)
S-Band SN
CMD& | S-band CMD, | gy ¢+ oarment
TL TLM, Sden(e SN Gatewagy

&Tracking | *

racking | . N scheduling

Real Time
Telem
& Cmds
Station
Status
Hub & Node
Stored Telem

(incRel
Ranging Data)

TDRSS
! S-Band

Inst Telem &
DSN / MGSS Science Data
+ 34m S-Band BWGs Hub

« SLE Servers Tracking

« DSN Scheduling Data
Ephemeris
& Acq Files

Scheduling

S-band
(MD, TLM,
Science
&Ranging

Networks
+ NASCOM IONet
(Data)
« MOVE (Voice)

a

Mission Operations Center (MOC) @ ARC Multi-Mission Operations Center

Hub T&C Sys
MAESTRO

« Hub Telem Monitoring
« Hub L0 Telem Processing
« Hub Cmd Management
« Hub Table Management
« DSN/SN SLE interfaces

Telem Trending Sys
AMMOS VISTA
« Hub/Node/cross-node
trending
« Report & plot generation
- Remote access

Activity Planning &
Sequencing Sys

« Integrated activity planning
+ Hub & node command load

generation

« Constraint checking & verification
+ DSN & cross-link pass planning

Node T&C Sys
COSMOS

+ Node Telem Monitoring
« Node LO Telem processing
« Node Cmd Management
« Node Table Management

Hub PIL Simulator
« Node sequence verification
« IDPU interface simulator

Node PIL Simulator

« Node sequence verification
« IDPU interface simulator

Flight Dynamics Sys
STK/ODTK/FDS

+Hub & Node 0D

+ Hub & Node Traj Planning
+ Hub & Node Man Planning
+ Product Generation

Collaboration &

Workflow Sys
Confluence, JIRA
« Activity req tracking
« Anomaly tracking
« GS config management

File & Data Management

« Product storage & tracking
(by node & by type)

« Sharing across MOG, SOC, HSC,
&NSC

Networks

« ARC Mission Network
« NASCOM [ONet
« MOVE (voice)

HS benefits from a ground segment with rich facility, software, networking, and interface heritage. To accommodate swarm operations,
the software is enhanced with a mixture of scaling strategies, which allow the operations staff to efficiently manage the Observatory.

Science Operations
Center (SOC) @ UNH

Command Telemetry
Center
« Instrument Cmd verification
« Instrument telem trending

Inst
Activity
Requests

Inst Cmd
Products

Science Data Center
+ L0 processing tools
+ L0-L4 product storage
&tracking

+ L0-L4 sharing across SOC,
Inst Teams, & Sci Team

L0 Telem &
Ancillary

-

K 4
(md , 1Data 1Data
Products 1 ' Products !Products

1
Instrument || Science
Teams Teams

Data Products;

*
1
1
1
1
1
1

[Space Physics Data Facility (SPDF)]

— NASCOM/CSO Connection

= = = PublicInternet Connection
» NASAVPN

— Real-time/Near Real-time

— Nonreal-time

Hub
Activity
Requests

Hub Real
Time Telem

Hub Stored
Telem

Node Stored Telem v : Node Activity Requests
Node Support Center (NSC) @ BCT Factory

Node T&CSys Node FlatSat
COSMOS « Anomaly resolution
« Node Telem Monitoring = . FSw update
« Proc development verification

Nom &
Maneuv
Ephem

Hub Support Center (HSC) @ NGSP Operations Center

Hub T&C Sys Hub FlatSat
MAESTRO + Anomaly resolution o
- « FSW & major sequence update verification
« Hub Telem Monitoring

+ Hub Telem Analysis

Conj
Alerts

NASA Conjunction
Assessment & Risk
Analysis @ GSFC

Networks
« NASCOM IONet « MOVE (voice)

PF-05y
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Conclusions

 Exciting and novel mission with potential for foundational
science

 Project-wide goal of minimizing complexity; operations
perspective throughout life-cycle

« Significant but not insurmountable ops / ground system
challenges

« Updates at future SpaceOps events
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Questions & Discussion
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A More Detailed Picture of Space

HIE L]
Plasma Turbulence LT

* Nonlinear couplings produce ranges with
power-law scalings

« Intermittent Structures are also naturally
formed and are associated with enhanced

dissipation

. Injection Range Inertial Range Dissipation Range
10 T T T T R ARl (R BEED L
— fi) fo!]
- 106 ; id
N |
g0 4
e x
& 102 |-
2 1
z 109 .
) -7
= g2 »
g i
. v | }
@ 106 | ACE MFI (58 days) ! |
5 ACE MFTI (51 hours) ! o ‘

= 10-8 Cluster FGM (1 hour) i
a¥ Cluster STAFF-SC (1 hour) | ;
10_10 ol 4 L AT - ..II.....l Lol ...!.

107 107 107%¢ 103 1072 10! 100 10!

Verscharen et al 2019 Hrequencyitiz) Meyrand et al 2019
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Limitations of a Single Spacecraft /="'

« Past single-spacecraft missions

_ ~ Ok : Injection Range Inertial Range Dissipation Range
relied on limiting assumptions to 108 p—rmrmreore—rmrmerrrapre Bl vy maman i st
disentangle spatial features and — 6l frll  ACE MEFI 1 o fa)
temporal dynamics, a mapping 107 R o i (o) i
between temporal measurements = 101 : )
and spatial structure is known as - 1 | :

, - £ 10 | :

Taylor’s Hypothesis - i

Z 100 i

« The majority of our A :
. . . 10_2 E
observations of heliospheric — ;
plasmas is limited to a single S 1074

. . D) i
point (e.g. ACE, Wind), often o p
requiring the combination of g 10
many different types of E 10-8
turbulence in order to have a 1910

statistically large enough data

106 1075 1074 1073 1072 10! 109 10!
set.

Frequency (Hz)
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Multipoint, Single Scale Studies -

iIsn’'t this already solved?

Previous Multi-spacecraft missions (e.g.
Cluster and MMS) revolutionized our
understanding of the spatial structure of
some plasma processes by measuring
quantities over finite volumes rather than
at a point.

MMS optimized for probing single scales
from ~5 to ~100 km; excellent for electron
microphysics of reconnection and final
endpoint heating of electrons by turbulent

cascade. \\
However, 4-spacecraft missions probe N \\
only a single scale size at a time. - ‘|

Turbulence demands simultaneous
multiscale measurements X 7

6/3/22 HelioSwarm Mission Operations Development Approach

Transition
to electron§

MHD

Transition
to Ions

100 102 105 107

Distance (km)




Swarm of S/C Yield Simultaneous, . _»

Multiscale 3D Measurements SWaARM S

* In order to transform our understanding of the pp dp  Lpreak
underlying physical processes, we need to 104 | 1
simultaneously measure the solar wind plasma at
many points, with separations between the
spacecraft spanning MHD and ion scales, as well
as the transition region in between.

* These measurements must be made sufficiently
rapidly to capture ion scale structures advecting
over the observatory, while simultaneously hours
long, low-frequency processes.

21/ (2
1 -1

fbreak
,Op/vsw

2
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The Solar Wind as a Natural - g

Laboratory for Studying Plasmas SWARN

g DS ? % K WYY Q -The Sun’s atmosphere expands into a hot (~10 eV) diffuse (~5/cc)
PsP NN | | | magnetized (~6 nT) weakly collisional plasma by the time it reaches
Solar Orbiter || G Earth
Helios 1 & 2 [N L e .
Cassini | -There is significant variability in characteristic scales and
Pioneer Venus | | dimensionless parameters, enabling local measurements to be used to

Pioneer 6 & 7 |}
Mariner 2 [
ISEE-3 (ICE) |
STEREO A & B |

study a variety of different processes.

For statistical studies of

S = f  Magnetosheath _ N
| 2107 e — o plasma conditions at 1
Wind | . )
IMAP | S au, see Klein & Vech
bD .
EE, | S RNAAS 2019, Wilson et
e & | ApS 2018, and “A
Lunal,2, &3 | — Astrophysical| 2' AP »an
Pioneer 10 & 11 [ 81072 - Wind - 4. Analogue Quarter Century of
Voyager 1 & 2 I $ .
Ulysses [N ’ | ‘ ‘ S Wind Spacecraft
|| | | New Horizons EEESEEEED> o) x Discoveries” by Wilson
sl L L PR R S N N PSS | . L MR SR | : 00
107 10° 10* 100 & P et al 2021.
Distance from Sun (au) 1 3
Verscharen et al 2019 LRSP 10g10[5||,p]
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Mission Timeline

~ _FOF-2
Mission Concept

Mission Timeline Phasing loops and alunar gravity assist transfer
= Hub & attached Nodes to a TESS-like P/2 lunar resonant science orbit.

HELIO

. Science Start | ™= Separation

from Hub
Orbit Trim
Maneuvers
Swarm Insertion
Maneuvers

ma Multiple Events
per Orbit

NODE
NW AU

o

=

=n

-,
wv

E)

Lunar Radius A Nominal
mmm GEO Radius Maneuver
=== Apogee
snun Perigee

=
"))
=
T
]
(+ 4

A Trajectory
Correction

0 60 80 100
Elapsed Years

“llll|....‘ll...‘:llllll‘lllllllllln

PAMA PAM2

1sv] L 1 1 1 1 1 1
40 50 60 70 200 600 700
Elapsed Days

N
-
-

Launch and Early
Ops (LEOPS) Phase
3 days
Liftoff, POI, and ATS
upload for AM1

6/3/22

Transfer Phase
43 days
Perigee setting and period
adjustment targeting P/2
[unar resonance

Commissioning Phase
81 days
Node separation,
swarm insertion,
and instrument
commissioning

HelioSwarm Mission Operations Development Approach

Decommissioning Phase
30 days
Hub propellant purging and hub and
node electrical system passivation




Dual T&C System Approach

= L, Lo

SWARIN

— Downlink data flow completely decoupled via the use of CCSDS virtual
channels and leveraging DSN functionality

— Uplink data flow provided by file exchange only, utilizing existing
MAESTRO and COSMOS functionalities

Hub bus data processing

Processing

Commanding Data Flow

6/3/22

A\ e All VC:
Observatory * v, Observatory =

MAESTRO Server (ARC)

Processing

F Session | Client

Node bus and IS data processing

Loose coupling between MAESTRO and
COSMOS minimizes integration risk

HelioSwarm Mission Operations Development Approach
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SQRL C23 Part B u

r N

Uplink Data Flow Concept SWARN

MAESTRO Server (ARC) DSN
Real-time Command
: CMD CLTU-F - >
Processing Processing —L SLE Session ) Statl.on Observatory
A Client ] Equip.
I (Complex)

Script-based Uplink File
Commanding ‘_@_‘ Processing

A | CLTU-F Session - SLE
COSMOS Client (ARC) J E“C"V(P"m; » Al VCs corvnr
Unit (ARC
FDM Storage .
Command Encryption Station
Node Bus o Packet File (ARC) vP ( )
CMD. e (binary) A
Processing L
Ground
Proc
w/Node |
Commands Inst. Command Ground Proc
(ASCII) Packet File w/Inst.
\/" bina Commands
(binary) (AsClI)

Instrument MAESTRO and COSMOS interact only via
cMD exchange of files; no real-time interaction.
Processing
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SQRL C23 Part B .

|

Downlink Data Flow Concept SWARI

Hub bus data processing ]

MAESTRO Clients (ARC)
DSN MAESTRO Server (ARC) F‘—‘
- i TLM
All VCs Statl'on ; | | Displays
Observatory Equip. , RCF Session TLM | |
(Complex) —On Timely SLE Processing
| RCFSession | Client | I -
— On Comp. MAESTRO Clients (NGSP)
RCF Session -
Hub Realtime VC >
SLE RCF Session - Di:;L)rI\:ys
Servers Hub HK VCs Node bus and IS data processing L
RCF Session -
(JPL) Node, Inst. HK VCs 1
- COSMOS Server (ARC) ]
RCF Session -
COSMOS Clients (ARC
inst. Data VCs _| RCF Session ( )
"| —On Comp. SLE ) ™M
_| RCFSession | Client Processing i TLM
"|  —Offline J | Displays
Level-0 B
Processing / 1
Reports L
COSMOS Clients (BCT)
MAESTRO and COSMOS are completely decoupled w.r.t. Y ol ’ FL\
B - - elivery ™M
downlink processing; each connects to the DSN directly SOC | viarom || Displays
sub-system '~
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HelioSwarm Mission Operations / -  a
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rm [ —=

Ground System Approach SWARNV

* Phase A:

* Use previous experience to derive staff size and shift profile (proxy for cost)
* Mission complexity comparisons to justify estimates
* Preliminary ground architecture and software component selections

* Phase B Prep. / Phase B:

* Use staff size and shift profile as design constraints for the ground software
* Complete mission requirement flow-down
* Early Agile process to inform requirements for components with higher uncertainty
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Scaling to Meet Operation Demands -

SWARM

MOS Process Scaling Approach

Hub & Node Eng. (P) Use VISTA to view trending data from all S/C in one environment
Analysis

Orbit Determination (P) Process hub and node tracking and node relative ranging

data in single ODTK filter.

(A) Use heritage FDS platform (ref LADEE, STPSat-5, CYGNSS
and Starling) and procedures, including scheduled job functionality
(time-based or file delivery-based triggers).

Maneuver Planning (A) Use heritage FDS platform and procedures

Activity Planning (A) Use SPIFe’s plan template functionality to create reusable subplans
(A) Use SPIFe external script and plan fragment import functionality to replace
manual plan creation

CMD Seq. Generation (S) Tasks in Science Phase are repetitive, and nearly identical between nodes,
allowing for the extensive use of sequence templates

Key: (P) parallelization, (A) utilization of automation platforms, and (S) exploiting simplifying features of HS’s
mission design.
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Scaling to Meet Operation Demands =151

SWARM

MOS Process Scaling Approach

CMD Seq. Verification (P) Hub PIL separate from node PIL
(S) Simple node attitude profile doesn’t require high- fidelity attitude simulation;
rely on static flight rule checking code

RT T&C Monitoring (P) MAESTRO for hub, individual instances of COSMOS for each node in
virtualized environment
(A) Use heritage MAESTRO functions for lights-out pass automation (for 2-hr
tracking passes)

Approval Processes (A) Use Confluence and Comala Workflows (ref. STPSat-5) for approval
tracking and reminders

Inter-Process Exchanges A) Use Confluence (with import export API) and Comala Workflows (STPSat-
5) for product storage and notification; point-and-clicking and file system
searching are greatly reduced

Key: (P) parallelization, (A) utilization of automation platforms, and (S) exploiting simplifying features of
HS’s mission design.
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